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#### Abstract

We generalize the idea of multiple-stochasticity in chemical reaction systems to gene expression. Using Chemical Langevin Equation approach we investigate how this multiple-stochasticity can influence the overall molecular number fluctuations. We show that the main sources of this multiple-stochasticity in gene expression could be the randomness in transcription and translation initiation times which in turn originates from the underlying bio-macromolecular recognition processes such as the site-specific DNA-protein interactions and therefore can be internally regulated by the supra-molecular structural factors such as the condensation/super-coiling of DNA. Our theory predicts that (1) in case of gene expression system, the variances $(\varphi)$ introduced by the randomness in transcription and translation initiation-times approximately scales with the degree of condensation $(s)$ of DNA or mRNA as $\varphi \propto s^{-6}$. From the theoretical analysis of the Fano factor as well as coefficient of variation associated with the protein number fluctuations we predict that (2) unlike the singly-stochastic case where the Fano factor has been shown to be a monotonous function of translation rate, in case of multiple-stochastic gene expression the Fano factor is a turn over function with a definite minimum. This in turn suggests that the multiple-stochastic processes can also be well tuned to behave like a singly-stochastic point processes by adjusting the rate parameters.
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## 1 Introduction

Multiple stochastic point processes play critical roles in the generalization of the mass action kinetics in biology and chemistry [1-5]. For example, the simple first order irreversible chemical reaction $x \xrightarrow{k} y$ can be well described by the deterministic mass action rate law as $d_{t} x=-k x$ where $x$ and $y$ are the concentrations or number of reactant and the product molecules respectively and $k$ is the rate constant associated with this first order transition. However, instead of producing a deterministic trajectory for the initial condition. $\left.x\right|_{t=0}=x_{0}$ as $x=x_{0} e^{-k t}$ or $y=x_{0}\left(1-e^{-k t}\right)$, any experimental observation of this system will always produce any one of the realizations from the family of trajectories corresponding to the integral solution of the stochastic differential equation (SDE) or Chemical Langevin Equation (CLE) $d_{t} x=-k x+\sqrt{k x} \eta_{x, t}$. Here $\eta_{x, t}$ is the delta correlated Gaussian white noise with mean $\left\langle\eta_{x, t}\right\rangle=0$ and the variance obeying the fluctuation dissipation theorem as $\left\langle\eta_{x, t} \eta_{x, t^{\prime}}\right\rangle=\delta\left(t-t^{\prime}\right)$. The described system is a typical example of a singly-stochastic Poisson point processes. Here we implicitly assumed that the free-energy barrier that separates the reactant $x$ from the product $y$ is an invariant with respect to the time scales associated with the first order reaction dynamics and therefore $k$ is a constant quantity. However, in most of the biological systems, particularly in the fundamental bio-macromolecular recognition processes such as DNA-protein [6-10], DNA-DNA [8], protein-protein and proteinligand interactions [11] this assumption has been shown to be invalid. Because the rate coefficients as well as the diffusion terms associated with such processes will be a time dependent fluctuating quantities whose probability distribution functions are in turn determined by the higher order structural features of the interacting bio-macromolecules such as super-coiling/condensation of DNA [9] in case of DNA-protein and DNA-DNA interactions [6-9] and the tertiary structure of protein molecule in case of protein-protein and proteinligand [11] interactions. These are typical examples of multiple-stochastic point processes.

The presence of these multiple stochastic sources eventually increases the overall fluctuations in the number of molecules involved in the deterministic transition which in turn drives the system towards higher disordered states. Therefore an external free energy input is necessary to maintain the system in any ordered state or to reduce the number fluctuations. For example, in case of site-specific DNA-protein interactions [6-9], the protein molecules non-specifically binds with DNA lattice in the first step and then searches for the specific site via one dimensional diffusion dynamics along DNA lattice. Since the non-specific contact can form anywhere on DNA lattice, the rate coefficient associated with the protein molecule to find its specific-site on DNA lattice is a random quantity. However, this randomness can be reduced when the protein molecule which is undergoing a one-dimensional diffusion dynamics along DNA lattice is energetically driven toward its specific-site. Interestingly, studies [6-9] showed that when the protein molecule searches for the specific-site via unbiased one-dimensional random jump dynamics with certain critical jump sizes as $k_{c} \approx 2 N^{2 / 3}$ where $N$ is the size of DNA lattice under consideration in base-pairs (bps), then there is no necessity for the existence of such external free energy inputs. The overall fluctuations in the rate coefficients associated with the site-specific DNA-protein interactions can be reduced by introducing a static as well as dynamical disorder in the diffusion term associated with the one-dimensional searching of the non-specifically bound protein molecule on DNA [6-10] lattice. Recently we have shown that by including the fluctuations in transcriptional initiation times which actually stem from the randomness in the site-specific interactions of RNA polymerase (RNAP) enzyme with the promoter sequences on DNA lattice, the singly-stochastic transcription process can be generalized as a doubly-stochastic point process [10]. In this article, we generalize the idea of entire stochastic gene expression as a
multiple-stochastic system and we will investigate how the multiple-stochasticity affects the overall molecular number fluctuations and how the higher order molecular structural factors controls such enhanced levels of fluctuations in gene expression. The organization of this paper is as follows. First we derive the statistical measures associated with the fluctuations in various components of gene expression system with singly stochastic noise sources and then we discuss about the origin of various sources of the multiple-stochasticity in gene expression. Then we derive the statistical measures associated with the fluctuations in various components of gene expression system in the presence of multiple-stochasticity. Finally we investigate how the overall noise level is influenced by the multiple-stochasticity and how the supra molecular structural factors associated with DNA or mRNA controls such multiple-stochastic effects.

## 2 Singly Stochastic Gene Expression

The entire process of gene expression that includes transcription of the genomic DNA into mRNA by RNA polymerase enzyme (RNAP) and the subsequent translation of mRNA into the protein polypeptide chain by ribosome can be well described [12,13] by the following chemical reaction scheme

DNA $\xrightarrow[\mathrm{RNAP}]{m_{r}}[$ Transcription-Initiation $] \xrightarrow{\tau_{r}} \mathrm{mRNA} \xrightarrow[\text { RIBOSIME }]{m_{p}}[$ Translation-Initiation $] \xrightarrow{\tau_{p}}$ Protein.
Here $m_{r}$ is the average transcription initiation time, $m_{p}$ is the average translation initiation time, $\tau_{r}$ and $\tau_{p}$ are the total times associated with the formation of a complete transcript of mRNA and the corresponding complete protein polypeptide chain respectively. The birthdeath master equation that describes the time evolution of the probability $P_{m, p, t}$ of observing $m$ number of mRNA molecules and $p$ number of protein molecules at time $t$ can be written as follows:

$$
\begin{align*}
\partial_{t} P_{m, p, t}= & k_{r} P_{m-1, p, t}+\gamma_{r}(m+1) P_{m+1, p, t}+k_{p} m P_{m, p-1, t}+\gamma_{p}(p+1) P_{m, p+1, t} \\
& -\left(k_{r}+\gamma_{r} m+k_{p} m+\gamma_{p} p\right) P_{m, p, t} . \tag{1}
\end{align*}
$$

Here $k_{r}=\left(m_{r}+\tau_{r}\right)^{-1}$ is the overall transcription rate coefficient and $k_{p}=\left(m_{p}+\tau_{p}\right)^{-1}$ is the overall translation rate coefficient. Since the rate coefficients are invariant with respect to the time variable, the differential difference equation (1) describes the dynamics of a coupled two singly-stochastic systems where $\gamma_{r}$ and $\gamma_{p}$ are the decay rate constants associated with mRNA and the protein molecules respectively. The Fokker-Plank approximation corresponding to the master equation (1) with the initial condition $P_{m, p, t \mid m_{0} \cdot p_{0}, 0}=$ $\delta\left(m-m_{0}\right) \delta\left(p-p_{0}\right)$ can be given as follows [14, 15]:

$$
\begin{align*}
\partial_{t} P_{m, p, t}= & -\partial_{m}\left[\left(k_{r}-\gamma_{r} m\right) P_{m, p, t}\right]-\partial_{p}\left[\left(k_{p} m-\gamma_{p} p\right) P_{m, p, t}\right] \\
& +2^{-1} \partial_{m}^{2}\left[\left(k_{r}+\gamma_{r} m\right) P_{m, p, t}\right]+2^{-1} \partial_{p}^{2}\left[\left(k_{p} m+\gamma_{p} p\right) P_{m, p, t}\right] . \tag{2}
\end{align*}
$$

The Fokker-Plank approximate equation (2) is equivalent to the following set of nonlinear stochastic differential equations (SDE) or Chemical Langevin Equations (CLE)

$$
\begin{align*}
d_{t} m & =k_{r}-\gamma_{r} m+\sqrt{k_{r}+\gamma_{r} m} \eta_{r, t} \\
d_{t} p & =k_{p} m-\gamma_{p} p+\sqrt{k_{p} m+\gamma_{p} p} \eta_{p, t} \tag{3}
\end{align*}
$$

Here $\eta_{r, t}$ and $\eta_{p, t}$ are delta-correlated Gaussian white noise processes. When the dynamical system described by (3) is close to the steady state which is particularly true under in vivo biological conditions, we find that $k_{r} \rightarrow \gamma_{r}\langle m\rangle_{\infty}$ and $k_{p}\langle m\rangle_{\infty} \rightarrow \gamma_{p}\langle p\rangle_{\infty}$ and therefore we can use the following system of linear-approximations:

$$
\begin{align*}
d_{t} m & \approx k_{r}-\gamma_{r} m+\sqrt{q_{R}} \eta_{r, t}, \\
d_{t} p & \approx k_{p} m-\gamma_{p} p+\sqrt{q_{P}} \eta_{p, t} . \tag{4}
\end{align*}
$$

Here we have redefined $q_{R}=2 k_{r}$ and $q_{p}=2 k_{p}\langle m\rangle_{\infty}$ where $\langle m\rangle_{\infty}$ and $\langle p\rangle_{\infty}$ are the number of mRNA and protein molecules in the stationary state respectively. The random term $\eta_{r, t}$ has the mean $\left\langle\eta_{r, t}\right\rangle=0$ and variance $\left\langle\eta_{r, t} \eta_{r, t^{\prime}}\right\rangle=\delta\left(t-t^{\prime}\right)$. Similarly the random term $\eta_{p, t}$ associated with the number of protein molecules is such that $\left\langle\eta_{p, t}\right\rangle=\left\langle\eta_{r, t} \eta_{p, t}\right\rangle=0$ and $\left\langle\eta_{p, t} \eta_{p, t^{\prime}}\right\rangle=\delta\left(t-t^{\prime}\right)$. The general integral solutions to (4) can be given as follows:

$$
\begin{align*}
& m=m_{0} e^{-\gamma_{r} t}+e^{-\gamma_{r} t} \int_{0}^{t}\left(k_{r}+\eta_{m, s}\right) e^{\gamma_{r} s} d s, \\
& p=p_{0} e^{-\gamma_{p} t}+e^{-\gamma_{p} t} \int_{0}^{t}\left(k_{p} m_{s}+\eta_{p, s}\right) e^{\gamma_{p} s} d s . \tag{5}
\end{align*}
$$

Using Fourier transform methods, we can easily compute the stationary state means and variance associated with the number fluctuations in mRNA and protein molecules (e.g., Ref. [14], p. 42). Defining the Fourier transforms of the dynamical variables $p$ and $m$ in (4) as $\tilde{m}_{w}=\int_{-\infty}^{+\infty} m e^{-i w t} d t$ and $\tilde{p}_{w}=\int_{-\infty}^{+\infty} p e^{-i w t} d t$, (4) can be rewritten in the frequency domain $t \rightarrow w$ as follows:

$$
\begin{align*}
\tilde{m}_{w} & =2 \pi k_{r}\left(\gamma_{r}+i w\right)^{-1}\left(\delta(w)+\eta_{r, w}\right), \\
\tilde{p}_{w} & =\left(\gamma_{p}+i w\right)^{-1}\left(k_{p} \tilde{m}_{w}+\eta_{p, w}\right)  \tag{6}\\
& =\left(\gamma_{p}+i w\right)^{-1}\left(k_{p} 2 \pi k_{r}\left(\gamma_{r}+i w\right)^{-1}\left(\delta(w)+\eta_{r, w}\right)+\eta_{p, w}\right) .
\end{align*}
$$

Here the noise terms are defined as $\eta_{r, w}=\int_{-\infty}^{+\infty} \eta_{r, t} e^{-i w t} d t$ and $\eta_{p, w}=\int_{-\infty}^{+\infty} \eta_{p, t} e^{-i w t} d t$, and we also have [14] the relationships $\left\langle\eta_{r, w}\right\rangle=\left\langle\eta_{p, w}\right\rangle=0$, and $\left\langle\eta_{r, w} \eta_{r, w^{\prime}}\right\rangle=\delta\left(w-w^{\prime}\right)$ and $\left\langle\eta_{p, w} \eta_{p, w^{\prime}}\right\rangle=\delta\left(w-w^{\prime}\right)$. Using (6) we can derive the stationary state mean values associated with the fluctuations in the number of mRNA and protein molecules as follows:

$$
\begin{align*}
& \langle m\rangle_{\infty}=k_{r} \int_{-\infty}^{+\infty}\left(\gamma_{r}+i w\right)^{-1} \delta(w) e^{i w t} d w=k_{r} \gamma_{r}^{-1} \\
& \langle p\rangle_{\infty}=k_{p} \int_{-\infty}^{+\infty}\left(\gamma_{p}+i w\right)^{-1}\left(k_{r}\left(\gamma_{r}+i w\right)^{-1} \delta(w)\right) e^{i w t} d w=k_{p} k_{r}\left(\gamma_{p} \gamma_{r}\right)^{-1} \tag{7}
\end{align*}
$$

Similarly from (6) one can derive the following relationships:

$$
\begin{align*}
\left\langle\tilde{m}_{w} \tilde{m}_{w^{\prime}}\right\rangle & =4 \pi^{2} k_{r}^{2}\left(\gamma_{r}+i w\right)^{-1}\left(\gamma_{r}+i w^{\prime}\right)^{-1}\left(\delta(w) \delta\left(w^{\prime}\right)+q_{R} \delta\left(w-w^{\prime}\right)\right),  \tag{8}\\
\left\langle\tilde{p}_{w} \tilde{p}_{w^{\prime}}\right\rangle & =\left(\gamma_{p}+i w\right)^{-1}\left(\gamma_{p}+i w^{\prime}\right)^{-1}\left(q_{P} \delta\left(w-w^{\prime}\right)+k_{p}^{2}\left\langle\tilde{m}_{w} \tilde{m}_{w^{\prime}}\right\rangle\right) . \tag{9}
\end{align*}
$$

From (8) and (9) one can derive the stationary-state zero-centered auto-covariance associated with the number of mRNA and protein molecules in the limit $w \rightarrow w^{\prime}$ as fol-
lows:

$$
\begin{align*}
\left\langle m^{2}\right\rangle_{\infty}= & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{r}+i w\right)^{-1}\left(\gamma_{r}+i w^{\prime}\right)^{-1}\left(k_{r}^{2} \delta(w) \delta\left(w^{\prime}\right)\right. \\
& \left.+q_{R} \delta\left(w-w^{\prime}\right)\right) e^{i w t} e^{i w^{\prime} t} d w d w^{\prime} \\
= & k_{r}^{2} \gamma_{r}^{-2}+q_{R}\left(2 \gamma_{r}\right)^{-1}  \tag{10}\\
\left\langle p^{2}\right\rangle_{\infty}= & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{p}+i w\right)^{-1}\left(\gamma_{p}+i w^{\prime}\right)^{-1}\left(k_{p}^{2}\left\langle\tilde{m}_{w} \tilde{m}_{w^{\prime}}\right\rangle+q_{P} \delta\left(w-w^{\prime}\right)\right) d w d w^{\prime} \\
= & k_{p}^{2} k_{r}^{2} \gamma_{p}^{-2} \gamma_{r}^{-2}+q_{R} k_{p}^{2}\left(2 \gamma_{p} \gamma_{r}\right)^{-1}\left(\gamma_{p}+\gamma_{r}\right)^{-1}+q_{P}\left(2 \gamma_{p}\right)^{-1} \tag{11}
\end{align*}
$$

From (7), (10-11) we finally obtain the stationary state mean centered auto-covariance associated with the fluctuations in the number of mRNA and protein molecules as follows:

$$
\left.\begin{array}{l}
\left\langle m^{2}\right\rangle_{\infty}-\langle m\rangle_{\infty}^{2}=q_{R}\left(2 \gamma_{r}\right)^{-1},  \tag{12}\\
\left\langle p^{2}\right\rangle_{\infty}-\langle p\rangle_{\infty}^{2}=q_{P}\left(2 \gamma_{p}\right)^{-1}+k_{p}^{2} q_{R}\left(2 \gamma_{r} \gamma_{p}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1} .
\end{array}\right\}
$$

Now using the previously defined quantities $q_{R}=2 k_{r}$ and $q_{p}=2 k_{p}\left\langle m_{\infty}\right\rangle$ one can easily show that the stationary state Fano factor associated with the fluctuations in the number of mRNA and protein molecules are given as follows:

$$
\left.\begin{array}{l}
F_{m, \infty}=\langle m\rangle_{\infty}^{-1}\left(\left\langle m^{2}\right\rangle_{\infty}-\langle m\rangle_{\infty}^{2}\right)=1  \tag{13}\\
F_{p, \infty}=\langle p\rangle_{\infty}^{-1}\left(\left\langle p^{2}\right\rangle_{\infty}-\langle p\rangle_{\infty}^{2}\right)=1+k_{p}\left(\gamma_{p}+\gamma_{r}\right)^{-1}
\end{array}\right\}
$$

Equation (13) clearly states that under singly-stochastic conditions the Fano factor associated with the fluctuations in the number of mRNA molecules will be equal to one. Now by defining translational efficiency as the ratio $\varepsilon=k_{p} \gamma_{r}^{-1}$ and noting the fact that $1 \gg\left(\gamma_{p} \gamma_{r}^{-1}\right)$ i.e., the life times $\gamma_{r}^{-1}$ of mRNA transcript is much less than that of the life times $\gamma_{p}^{-1}$ of the protein molecule, one can easily obtain the relationship $F_{p, \infty} \approx 1+\varepsilon$ which indicates that the statistics of the fluctuations in the number of protein molecules significantly deviates from the Poisson as translational efficiency increases. However here one should note that the fluctuations in the number of mRNA molecules still obey the Poisson statistics since the Fano factor is $F_{m, \infty}=1$. Similarly the coefficient of variation that is simply the ratio between the standard deviation and the mean, which is a statistical measure of the strength of the number fluctuations associated with various components of the gene expression system can be given as follows:

$$
\left.\begin{array}{l}
C_{m, \infty}=\sqrt{\gamma_{r} k_{r}^{-1}}=\langle m\rangle_{\infty}^{-1 / 2},  \tag{14}\\
C_{p, \infty}=\sqrt{\gamma_{r} \gamma_{p}\left(k_{r} k_{p}\right)^{-1}+\gamma_{r} \gamma_{p}\left(k_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1}}=\langle p\rangle_{\infty}^{-1 / 2} \sqrt{1+k_{p}\left(\gamma_{p}+\gamma_{r}\right)^{-1}} .
\end{array}\right\}
$$

So far we have derived the statistical measures associated with the fluctuations in the number of various components in the singly-stochastic gene expression system. In the flowing sections we will show that this singly-stochastic assumption is not valid and we enumerate the various possibilities associated with the origin of such multiple-stochasticity in gene expression.

## 3 Sources of Multiple-Stochasticity in Gene Expression

Both transcription and translation consist of at least three sub processes viz. initiation, elongation and termination. Here, elongation and termination are somewhat thermodynamically driven processes and therefore the corresponding fluctuations are efficiently controlled. However, the initiation step is purely a stochastic process and therefore prone to significant amount of fluctuations. At the molecular level, transcription or translation initiation processes involves the recognition of the promoter sequences on DNA lattice by RNA polymerase enzyme (RNAP) or ribosome binding sites (RBS) on mRNA lattice by ribosome [16]. Here one should note that the process of initiation of transcription and translation can be modeled as a random walk with random step size where RNAP searches for the promoter sequences on DNA lattice in case of transcription and the small subunit of ribosome searches for the ribosome binding site (RBS) on mRNA lattice in the case of translation. In both cases, a protein molecule (RNAP or small subunit of ribosome) searches for its recognition site on the nucleic acid (DNA/mRNA) lattice starting from a random non-specific initial position. Therefore the time that is taken by the protein molecule to locate its specific site on the nucleic acid template will be a random quantity. Since the overall transcription process also includes the random initiation step, we can conclude that the overall transcription rate should be a time dependent random quantity. In the following sections we compute the central measure properties such as mean and the variance associated with these random transcription and translation rates.

Let us start with considering a stretch of linear DNA lattice of $N$ base-pairs in length containing the promoter, coding sequence and the terminator which are the minimal requirements of the simple house-keeping genes. Let us assume that the promoter which is situated at the lattice position $N_{g}$ such that $0<N_{g}<N$ where the set of lattice points $\{0, N\}$ constitutes the reflecting [see Fig. 1 for details on the various boundary conditions discussed in this section] helical ends [7,10] and the RNA-polymerase (RNAP) enzyme molecule is


Fig. 1 Various boundary conditions used in deriving the statistical measures associated with the fluctuations in transcription and translation initiation times. Here RNAP denotes the RNA polymerase enzyme, $P$ denotes the promoter sequences whose starting position is $N_{g}$ on DNA lattice, RBS denotes the ribosome binding site on mRNA lattice whose position is $N_{r}$ on mRNA lattice and $R$ denotes the ribosome. Here both RNAP and $R$ first non-specifically binds with the respective nucleic acid lattices and then search for their corresponding specific sites via one dimensional unbiased random jump dynamics along the respective nucleic acid lattices. Here the jump size associated with the dynamics is directly proportional to the degree of super-coiling/condensation of the respective nucleic acid templates
non-specifically bound at the lattice position $x=0$ at time $t=0$ and currently performing a one dimensional unbiased random walk search along DNA lattice to locate the promoter sequence in order to initiate transcription event which is then followed by the synthesis of mRNA transcript from DNA template. The probability of observing the non-specifically bound RNAP at an arbitrary position $x$ on DNA lattice at time $t>0$ can be given as follows:

$$
\begin{equation*}
P(x, t \mid 0,0)=2 N_{g}^{-1} \sum_{n=1}^{\infty} e^{-(2 n-1)^{2} 8^{-1} N_{g}^{-2} \pi^{2} D_{g} t} \cos \left((2 n-1) \pi 2^{-1} N_{g}^{-1} x\right) \tag{15}
\end{equation*}
$$

Equation (15) can be obtained by solving the one-dimensional Fokker-Plank equation $\partial_{t} P(x, t \mid 0,0)=2^{-1} D_{g} \partial_{x}^{2} P(x, t \mid 0,0)$ for the initial condition $P(x, 0 \mid 0,0)=\delta(x)$ and the boundary conditions $\left.\partial_{x} P_{x}(x, t \mid 0,0)\right|_{x=0}=\left.P(x, t \mid 0,0)\right|_{x=N_{g}}=0$, using bi-orthogonal eigenfunction expansion method [14, 15] in the interval $0<x<N_{g}$ where $x=0$ is reflecting boundary and the lattice point $x=N_{g}$ is the absorbing boundary and, $D_{g}=k_{d g} 3^{-1} s_{r}\left(s_{r}+\right.$ 1) $\left(2 s_{r}+1\right) \approx 2 k_{d g} 3^{-1} s_{r}^{3}$ is the one dimensional phenomenological diffusion coefficient associated with the dynamics of the non-specifically bound RNA polymerase on DNA lattice. Here $s_{r}$ is the jump size, and $k_{d g}$ is the maximum three dimensional diffusion controlled collision rate associated with the dynamics of RNAP under solution conditions. Here one should note that the jump size $s_{r}$ can be positively correlated with the degree of super-coiling/condensation of the template DNA under consideration. Now, the first passage time $T$ taken by the RNAP to find the promoter for the first time starting from the DNA position $x=0$ at time $t=0$ can be shown [10] to be distributed $\omega(T \mid 0)$ as follows:

$$
\begin{equation*}
\omega(T \mid 0)=2^{-1} \pi D_{g} N_{g}^{-2} \sum_{n=1}^{\infty}(-1)^{n+1}(2 n-1) e^{-(2 n-1)^{2} 8^{-1} N_{g}^{-2} \pi^{2} D_{g} T} \tag{16}
\end{equation*}
$$

Equation (16) can be obtained [14] from the relationship $\omega(T \mid 0)=-\int_{0}^{N_{g}} \partial_{T} P(x, T \mid 0,0) d x$. Now the mean $m_{r}$ associated with the first passage time $T$ (MFPT) can be given as follows:

$$
\begin{equation*}
\langle T\rangle=\int_{0}^{\infty} T \omega(T \mid 0) d T=N_{g}^{2} D_{g}^{-1}=m_{r} \tag{17}
\end{equation*}
$$

Here one should note that the probability distribution function $\omega(T \mid 0)$ given by (16) is strongly dependent on the jump size $s_{r}$ associated with the dynamics of the RNAP on DNA lattice in the process of searching for the promoter sequences since we have $D_{g} \approx 2 k_{d g} 3^{-1} s_{r}^{3}$. Higher jump sizes will eventually narrow down the probability distribution function given by (16). This is a typical case where the fluctuations in the jump sizes can in turn reduce the fluctuations in the initiation times. Now, one can easily derive the expression for the variance associated with transcription initiation times as follows:

$$
\begin{equation*}
\left\langle T^{2}\right\rangle-\langle T\rangle^{2}=\varphi_{r}=2 N_{g}^{4} 3^{-1} D_{g}^{-2} . \tag{18}
\end{equation*}
$$

From the relationship $D_{g} \approx 2 k_{d g} 3^{-1} s_{r}^{3}$ and (18), it is clear that the variance associated with transcription initiation times decreases with the jump sizes $s_{r}$ associated with the dynamics of RNAP on DNA lattice as $\varphi_{r} \propto s_{r}^{-6}$. Here we should recall the fact that $T$ is the time required for the initiation of transcription which is then followed by the synthesis of mRNA transcript. If the time that is required to make a complete mRNA transcript by the RNAP machinery after transcription initiation event is $\tau_{r}$, then the average overall transcription rate is simply given as $k_{r}=\left\langle\left(T+\tau_{r}\right)\right\rangle^{-1}=\left(m_{r}+\tau_{r}\right)^{-1}$. Due to the
presence of in-homogeneities in the initiation times associated with transcription, $k_{r}$ is always a time dependent random quantity with definite mean and variance i.e., one can write $k_{r} \rightarrow\left(k_{r, t}=\mu_{r}+\xi_{r, t}\right)$ so that the mean value is given as $\left\langle k_{r, t}\right\rangle=\mu_{r}+\left\langle\xi_{r, t}\right\rangle=\mu_{r}$. Though it is obvious to note that $k_{r}=\mu_{r}$, we have used different symbol just to discriminate the mean value of the time-dependent transcription rate $\mu_{r}$ from the normal timeindependent transcription rate $k_{r}$. Here $\xi_{r, t}$ is the delta correlated Gaussian white noise process with mean $\left\langle\xi_{r, t}\right\rangle=0$ and the variance $\left\langle\xi_{r, t} \xi_{r, t}\right\rangle=\phi_{R}$. Since we assumed a constant time for transcription elongation step, the variance associated with the fluctuations in the overall transcription times $\left(T+\tau_{r}\right)$ can be simply given as $\left\langle\left(T+\tau_{r}\right)^{2}\right\rangle-\left\langle\left(T+\tau_{r}\right)\right\rangle^{2}=\varphi_{r}$. Apart from this, the variance associated with the fluctuations in the overall transcriptional rate $k_{r, t}$ should also be a function of $\varphi_{r}$ as $\left\langle\xi_{r, t} \xi_{r, t}\right\rangle=\phi_{R}=\Omega\left(\varphi_{r}\right)$. Noting the fact that $\mu_{r} \propto T^{-1}$ one can guess the functional relationship as $\phi_{R} \propto \varphi_{r}^{-1}$. To evaluate $\phi_{R}$ one need to transform the distribution function given by (16) as $\omega(T \mid 0) \rightarrow \omega\left(\mu_{r} \mid 0\right)$ using the variable transformation as $T \rightarrow \mu_{r}^{-1}$. The transformed distribution function $\omega\left(\mu_{r} \mid 0\right)$ can be given [14] as $\omega\left(\mu_{r} \mid 0\right) \propto 4 \pi^{-1} \sum_{n=1}^{\infty}(-1)^{n+1} \mu_{r}^{-2}(2 n-1)^{-1} e^{-(2 n-1)^{2} 8^{-1} N_{g}^{-2} \pi^{2} D_{g} \mu_{r}^{-1}}$. However, since the integrals $\int_{0}^{\infty} \mu_{r} \omega\left(\mu_{r} \mid 0\right) d \mu_{r} \rightarrow \infty$ and $\int_{0}^{\infty} \mu_{r}^{2} \omega\left(\mu_{r} \mid 0\right) d \mu_{r} \rightarrow \infty$ diverge, we cannot use these transformations for computing the mean and variance associated with the rate constant variable $\mu_{r}$. Using the following simple arguments, one can show that the functional $\Omega\left(\varphi_{r}\right)$ is approximately a linear type when transcription elongation time $\tau_{r}$ is much higher than that of transcription initiation times which is true when the length of the transcripts is much higher. Let us assume that the lowest as well as highest values of the overall transcription times are given as $\left(T_{\min }+\tau_{r}\right)$ and $\left(T_{\max }+\tau_{r}\right)$ where $T_{\min }$ and $T_{\max }$ are chosen in such a way that the corresponding probabilities satisfying the inequalities $\omega\left(T_{\min } \mid 0\right) \geq p_{\text {cutoff }}$ and $\omega\left(T_{\max } \mid 0\right) \geq p_{\text {cutoff }}$. Here we should note that the cutoff probability $p_{\text {cutoff }}$ can be arbitrarily chosen. Now the effective range that is associated with transcription initiation times can be given as $\delta_{T}=\left(T_{\max }-T_{\min }\right)$. On the other hand the corresponding range in the overall transcription rate for the same probability cutoff $p_{\text {cutoff }}$ can be given as $\left(T_{\min }+\tau_{r}\right)^{-1}-\left(T_{\max }+\tau_{r}\right)^{-1}$. When the elongation time $\tau_{r}$ is such that $T_{\min } \ll \tau_{r}$ and $T_{\max } \ll \tau_{r}$ then it is obvious to note that the range of the overall transcription rates can be approximately given as $\delta_{\mu}=\tau_{r}^{-2}\left(T_{\max }-T_{\min }\right)$ which is simply the linear transformation of the range of overall transcription initiation times as $\delta_{\mu}=\tau_{r}^{-2} \delta_{T}$. Since the effective range of the probability distribution function is directly proportional to the variance as $\delta_{T} \propto \varphi_{r}$ and, therefore $\delta_{\mu} \propto \delta_{T}$ and $\delta_{\mu} \propto \varphi_{R}$, we can conclude that the functional $\Omega\left(\varphi_{r}\right)$ is correlated linearly with $\varphi_{R}$ as $\phi_{R} \propto \tau_{r}^{-2} \varphi_{r}$ when $T_{\min } \ll \tau_{r}$ and $T_{\max } \ll \tau_{r}$.

Now in case of translation, the small subunit of ribosome nonspecifically binds to mRNA transcript and then searches for the ribosome binding sites (RBS) via one-dimensional diffusion dynamics along mRNA lattice. Here the position $N_{r}$ of the RBS on mRNA lattice is such that $0<N_{r}<N_{m}$, where $N_{m}$ is the total size of mRNA under consideration and the small subunit of the ribosome searches for the RBS (ribosome binding site) which acts as the absorbing boundary and the set of lattice points $\left\{0, N_{m}\right\}$ constitutes the reflecting boundaries. If the time that is necessary to make one fully translated polypeptide chain is $\tau_{p}$, then the overall translation rate is given as $k_{p}=\left(m_{p}+\tau_{p}\right)^{-1}$ where $m_{p}=N_{r}^{2} D_{r}^{-1}$ is the mean time associated with the ribosome to find the ribosome binding site (RBS), starting from the position $x=0$ on mRNA lattice at time $t=0$ and $D_{r}=k_{d r} 3^{-1} s_{p}\left(s_{p}+1\right)\left(2 s_{p}+1\right) \approx 2 k_{d r} 3^{-1} s_{p}^{3}$ is the one-dimensional phenomenological diffusion coefficient associated with the dynamics of the ribosome. Here $k_{d r}$ is the three dimensional diffusion-controlled rate associated with the dynamics of the ribosome small subunit (RBS) in solution condition and $s_{p}$ is the jump size associated with the one dimensional diffusion of the ribosome on mRNA lattice. When we consider the in-homogeneities in translation initiation times, we obtain the time
dependent overall translation rate as $k_{p} \rightarrow\left(k_{p, t}=\mu_{p}+\xi_{p, t}\right)$ with a mean value such that $\left\langle k_{p, t}\right\rangle=\mu_{p}$ and the variance such that $\left\langle k_{p, t} k_{p, t}\right\rangle=\left\langle\xi_{p, t} \xi_{p, t}\right\rangle$, where $\xi_{p, t}$ is a delta correlated Gaussian white noise with mean $\left\langle\xi_{p, t}\right\rangle=0$ and variance $\left\langle\xi_{p, t} \xi_{p, t}\right\rangle=\phi_{P}$. Though it is obvious to note that $k_{p}=\mu_{p}$, we have used different symbol just to differentiate the mean value of time-dependent translation rate $\mu_{p}$ from the normal time-independent translation rate $k_{p}$. Here we should note that $\varphi_{p}=2 N_{r}^{4} 3^{-1} D_{r}^{-2}$ is the variance associated with translation initiation times and using the same arguments as in case of transcription we can show that $\left\langle\xi_{p, t} \xi_{p, t}\right\rangle=\phi_{P}=\Omega\left(\varphi_{p}\right)$, where $\Omega\left(\varphi_{p}\right)$ is approximately a linear function as $\phi_{P} \propto \tau_{p}^{-2} \varphi_{p}$ when translation elongation time $\tau_{p}$ is much higher than that of translation initiation times.

## 4 Multiple-Stochasticity in Gene Expression

With this background, the set of stochastic differential equations that describe the time evolution of the number of mRNA and protein molecules in the presence of in-homogeneities in the corresponding initiation times can be written as follows:

$$
\begin{align*}
d_{t} m & =\mu_{r}+\xi_{r, t}-\gamma_{r} m+\eta_{r, t}, \\
d_{t} p & =\mu_{p} m+\xi_{p, t} m-\gamma_{p} p+\eta_{p, t} . \tag{19}
\end{align*}
$$

Equation (19) describes a coupled two multiple-stochastic point processes where $\left\langle\xi_{r, t} \eta_{r, t}\right\rangle=0$ and $\left\langle\xi_{p, t} \eta_{p, t}\right\rangle=0$, and also $\left\langle\xi_{r, t} \xi_{p, t}\right\rangle=0$. The general integral solution to (19) can be written as follows:

$$
\begin{align*}
m & =m_{0} e^{-\mu_{m} t}+e^{-\mu_{r} t} \int_{0}^{t}\left(\xi_{r, s}-\gamma_{r} m_{s}+\eta_{r, s}\right) e^{\mu_{r} s} d s \\
p & =p_{0} e^{-\mu_{p} t}+e^{-\mu_{p} t} \int_{0}^{t}\left(\mu_{p} m_{s}+\xi_{p, s} m_{s}-\gamma_{p} p_{s}+\eta_{p, s}\right) e^{\mu_{p} s} d s . \tag{20}
\end{align*}
$$

Since we are interested in the stationary state means and the variances, we can easily obtain them from (19) by Fourier transform methods. Defining the Fourier transforms as we have done in the previous sections as $\tilde{m}_{w}=\int_{-\infty}^{+\infty} m e^{-i w t} d t$ and $\tilde{p}_{w}=\int_{-\infty}^{+\infty} p e^{-i w t} d t$ (19) will take the form as follows:

$$
\begin{align*}
\tilde{m}_{w} & =\left(\gamma_{r}+i w\right)^{-1}\left(2 \pi \mu_{r} \delta(w)+\xi_{r, w}+\eta_{r, w}\right),  \tag{21}\\
\tilde{p}_{w} & =\left(\gamma_{p}+i w\right)^{-1}\left(\mu_{p} \tilde{m}_{w}+\left(\xi_{p, w} \otimes \tilde{m}_{w}\right)+\eta_{p, w}\right) . \tag{22}
\end{align*}
$$

Now using the convolution theorem $(F(w) \otimes G(w))=\int_{-\infty}^{+\infty} F(y) G(w-y) d y$, the convolution term $\left(\xi_{p, w} \otimes \tilde{m}_{w}\right)$ in (22) can be expanded as follows:

$$
\begin{equation*}
\left(\xi_{p, w} \otimes \tilde{m}_{w}\right)=2 \pi \mu_{r} \gamma_{r}^{-1} \xi_{p, w}+\int_{-\infty}^{+\infty}\left(\xi_{p, y} \xi_{m, w-y}+\xi_{p, y} \eta_{r, w-y}\right)\left(\gamma_{r}+i(w-y)\right)^{-1} d y . \tag{23}
\end{equation*}
$$

Using (21-23) we can derive the stationary state mean values associated with the number of mRNA and protein molecules in the presence of in-homogeneities in transcription and translation rates as follows:

$$
\begin{align*}
\langle m\rangle_{\infty} & =\mu_{r} \int_{-\infty}^{+\infty} \delta(w)\left(\gamma_{r}+i w\right)^{-1} e^{i w t} d w=\mu_{r} \gamma_{r}^{-1} \\
\langle p\rangle_{\infty} & =\mu_{p} \int_{-\infty}^{+\infty}\left(\gamma_{p}+i w\right)^{-1} \tilde{m}_{w} e^{i w t} d w=\mu_{p} \mu_{r}\left(\gamma_{p} \gamma_{r}\right)^{-1} . \tag{24}
\end{align*}
$$

Equation (24) clearly states that the mean values associated with the number of mRNA and protein molecules are not indeed affected by the presence of in-homogeneities in translation and transcription rates. From (21) and (22) we can drive the following relationships:

$$
\begin{align*}
\left\langle\tilde{m}_{w} \tilde{m}_{w^{\prime}}\right\rangle= & 4 \pi^{2} \mu_{r}^{2}\left(\gamma_{r}+i w\right)^{-1}\left(\gamma_{r}+i w^{\prime}\right)^{-1}\left(\delta(w) \delta\left(w^{\prime}\right)\right. \\
& \left.+q_{R} \delta\left(w-w^{\prime}\right)+\phi_{R} \delta\left(w-w^{\prime}\right)\right)  \tag{25}\\
\left\langle\tilde{p}_{w} \tilde{p}_{w^{\prime}}\right\rangle= & \left(\gamma_{p}+i w\right)^{-1}\left(\gamma_{p}+i w^{\prime}\right)^{-1}\left(q_{P} \delta\left(w-w^{\prime}\right)+\mu_{r} \gamma_{r}^{-1} \phi_{R}+\mu_{p}^{2}\left\langle\tilde{m}_{w} \tilde{m}_{w^{\prime}}\right\rangle\right) . \tag{26}
\end{align*}
$$

From (25) in the limit $w \rightarrow w^{\prime}$, one can drive the stationary state zero centered auto covariances associated with the number of mRNA as follows:

$$
\begin{align*}
\left\langle m^{2}\right\rangle_{\infty}= & \mu_{r}^{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{m}+i w\right)^{-1}\left(\gamma_{m}+i w^{\prime}\right)^{-1} \delta(w) e^{i w t} \delta\left(w^{\prime}\right) e^{i w^{\prime} t} d w d w^{\prime} \\
& +\left(q_{R}+\phi_{R}\right) \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{m}+i w\right)^{-1}\left(\gamma_{m}+i w^{\prime}\right)^{-1} \delta\left(w-w^{\prime}\right) e^{i w t} e^{i w^{\prime} t} d w d w^{\prime} \\
= & k_{r}^{2} \gamma_{r}^{-2}+\left(2 \gamma_{r}\right)^{-1}\left(q_{R}+\phi_{R}\right) . \tag{27}
\end{align*}
$$

Similarly from (26) in the limit $w \rightarrow w^{\prime}$ one can drive the stationary state zero centered auto co-variance associated with the protein number fluctuations as follows:

$$
\begin{align*}
\left\langle p^{2}\right\rangle_{\infty}= & \mu_{p}^{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{p}+i w\right)^{-1}\left(\gamma_{p}+i w^{\prime}\right)^{-1}\left\langle\tilde{m}_{w} \tilde{m}_{w}\right\rangle e^{i w t} e^{i w^{\prime} t} d w d w^{\prime} \\
& +\left(q_{P}+\mu_{r} \phi_{R} \gamma_{r}^{-1}\right) \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(\gamma_{p}+i w\right)^{-1}\left(\gamma_{p}+i w^{\prime}\right)^{-1} \\
& \times \delta\left(w-w^{\prime}\right) e^{i w t} e^{i w^{\prime} t} d w d w^{\prime} \\
= & \mu_{p}^{2} \mu_{r}^{2} \gamma_{p}^{-2} \gamma_{r}^{-2}+\mu_{p}^{2}\left(\phi_{P}+q_{R}\right)\left(2 \gamma_{p} \gamma_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1} \\
& +\left(2 \gamma_{p}\right)^{-1}\left(q_{P}+\mu_{r} \phi_{R} \gamma_{r}^{-1}\right) . \tag{28}
\end{align*}
$$

From (24-28) we finally obtain the stationary state mean centered auto co-variances associated with the fluctuations in the number of mRNA and protein molecules in the presence of in-homogeneities in both transcription and translation initiation times as follows:

$$
\left.\begin{array}{rl}
\left\langle m^{2}\right\rangle_{\infty}-\langle m\rangle_{\infty}^{2}= & q_{R}\left(2 \gamma_{r}\right)^{-1}+\phi_{R}\left(2 \gamma_{r}\right)^{-1}, \\
\left\langle p^{2}\right\rangle_{\infty}-\langle p\rangle_{\infty}^{2}= & q_{P}\left(2 \gamma_{p}\right)^{-1}+\mu_{p}^{2} q_{R}\left(2 \gamma_{p} \gamma_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1}+\mu_{p}^{2} \phi_{P}\left(2 \gamma_{p} \gamma_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1}  \tag{29}\\
& +\left(2 \gamma_{p} \gamma_{r}\right)^{-1} \mu_{r} \phi_{R} .
\end{array}\right\}
$$

Equation (29) clearly states that unlike the mean values, the stationary state variances associated with the fluctuations in the number of mRNA and protein molecules are strongly influenced by the in-homogeneities in the initiation times of transcription and translation. As we have discussed in the introduction section, the multiple stochasticity eventually increases the overall disorder of the system.

## 5 Results and Discussion

Noting that $q_{P}=2 \mu_{p} \mu_{r} \gamma_{r}^{-1}$ and $q_{R}=2 \mu_{r}$, from (29) we can calculate the stationary state Fano factors $F_{m, \infty}$ and $F_{p, \infty}$ associated with the stationary state fluctuations in the number of mRNA and protein molecules as follows:

$$
\begin{align*}
F_{m, \infty} & =1+\phi_{R}\left(2 \mu_{r}\right)^{-1} \\
F_{p, \infty} & =1+\mu_{p}\left(\gamma_{p}+\gamma_{r}\right)^{-1}+\mu_{p} \phi_{P}\left(2 \mu_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1}+\phi_{R}\left(2 \mu_{p}\right)^{-1} . \tag{30}
\end{align*}
$$

Equations (29) and (30) are the central results of this paper which clearly states that the Fano factor associated with the fluctuations in the number of protein molecules is strongly influenced by the in-homogeneities in transcription as well as translation initiation times. From the comparison of (13) with (30) we predict that unlike singly stochastic gene expression, in case of multiple-stochastic gene expression, the Fano factor is nonlinearly correlated with translation rate $\mu_{p}$. Moreover upon equating the first derivative of $F_{p, \infty}$ with respect to $\mu_{p}$ as $\partial_{\mu_{p}} F_{p, \infty}=0$ one finds that the Fano factor is a minimum at $\mu_{p}=\mu_{p, \min }$ where $\mu_{p, \min }$ is defined as $\mu_{p, \min }=\phi_{R} \mu_{r}\left(\gamma_{p}+\gamma_{r}\right)\left(2 \mu_{r}+\phi_{P}\right)^{-1}$. This clearly indicates that by changing the rate constant parameters of the reaction system, the multiple-stochastic processes can be tuned to behave like the singly-stochastic processes. Figure 2 clearly demonstrates the behavior of the $F_{p, \infty}$ as the function of both $\mu_{p}$ and $\mu_{r}$. Similarly the coefficients variation $C_{m, \infty}$ and $C_{p, \infty}$ of the number fluctuations associated with the various components of the gene expression in the presence of in-homogeneities in the initiation times can be given as follows:

$$
\begin{align*}
C_{m, \infty}= & \sqrt{\mu_{r}^{-1} \gamma_{r}} \sqrt{1+\phi_{R}\left(2 \mu_{r}\right)^{-1}}, \\
C_{p, \infty}= & \sqrt{\gamma_{r} \gamma_{p}\left(\mu_{r} \mu_{p}\right)^{-1}}  \tag{31}\\
& \times \sqrt{1+\mu_{p}\left(\gamma_{p}+\gamma_{r}\right)^{-1}+\mu_{p} \phi_{P}\left(2 \mu_{r}\left(\gamma_{p}+\gamma_{r}\right)\right)^{-1}+\phi_{R}\left(2 \mu_{p}\right)^{-1}} .
\end{align*}
$$

Equation (31) clearly states that similar to the Fano factor, the coefficient of variation which is the measure of the overall fluctuations in the number of mRNA and the protein molecules also significantly increases with the in-homogeneities in transcription and translation

Fig. 2 Nonlinear behavior of the stationary state Fano factor $F_{p, \infty}$ associated with fluctuations in the number of protein molecules with respect to translational rate and transcriptional rate. Equation (30) was used for plotting purpose. Here the assumed parametric values are $\phi_{P}=\phi_{R}=1$ and $\gamma_{p}=\gamma_{r}=1$

initiation times. Now we will show that the super coiling of DNA as well as mRNA lattice can reduce the increased level of fluctuations which is caused by the multiple-stochasticity in gene expression. RNA polymerase or the ribosome non-specifically binds with DNA or $m R N A$ lattice in the first step and then searches for the corresponding promoter or ribosome binding sites via one-dimensional diffusion along DNA or mRNA lattice. Here one should note that the corresponding one-dimensional diffusion coefficient is connected with the jump sizes associated with the dynamics of RNAP or ribosome as $D_{g} \approx 2 k_{d g} 3^{-1} s_{r}^{3}$ or $D_{r} \approx 2 k_{d r} 3^{-1} s_{p}^{3}$ where $s_{r}$ and $s_{p}$ are the jump sizes of RNAP and ribosome respectively. When transcription as well as translation elongation times are much higher than that of the corresponding transcription $\bar{T}_{r}$ and translation $\bar{T}_{p}$ initiation times as $\bar{T}_{r} \ll \tau_{r}$ and $\bar{T}_{p} \ll \tau_{p}$ then variance associated with the overall translation and transcription rates $\phi_{P}=\Omega\left(\varphi_{p}\right)$ and $\phi_{R}=\Omega\left(\varphi_{r}\right)$ are approximately the linear functionals of the corresponding variances associated with the initiation times as $\phi_{R} \propto \tau_{r}^{-2} \varphi_{r}$ and $\phi_{P} \propto \tau_{p}^{-2} \varphi_{p}$, and therefore one can derive the scaling laws as $\phi_{P} \propto s_{p}^{-6}$ and $\phi_{R} \propto s_{r}^{-6}$ from the definitions of the variances of transcription and translation initiation times, i.e., $\varphi_{r}=2 N_{g}^{4} 3^{-1} D_{g}^{-2}$ and $\varphi_{p}=2 N_{r}^{4} 3^{-1} D_{r}^{-2}$. These scaling laws indirectly indicate that the super-coiling of DNA or mRNA lattice can in turn significantly reduce the fluctuations introduced by the multiple-stochasticity in gene expression since the jump size associated with such one-dimensional diffusion dynamics of RNAP or ribosome is in turn directly proportional to the degree of super coiling/condensation of the corresponding DNA or mRNA lattice. However, here one should note that the intrinsic fluctuations introduced by the stochastic forces $\eta_{r, t}$ and $\eta_{p, t}$ cannot be controlled by these supra molecular structural factors.

## 6 Conclusions

In summary, using the gene expression as a model system, we have shown that the multiplestochasticity eventually increases the overall molecular number fluctuations in the chemical reaction systems. We showed that the main sources of this multiple-stochasticity could be the randomness in transcription and translation initiation times which in turn originate from the fluctuations in the underlying fundamental processes such as site-specific DNA-protein interactions and therefore these multiple-stochastic effects can be internally controlled by the supra molecular structural factors such as the super coiling of DNA lattice as in case of DNA-protein interactions. Analysis of the Fano factor as well as the coefficient of variation associated with the protein number fluctuations revealed that unlike the singly-stochastic case where the Fano factor is a monotonous function of translation rate, in case of multiplestochastic gene expression the Fano factor is a turn-over function of translation rate with a definite minimum. This indicates that the multiple-stochastic processes can be well tuned to behave like the singly-stochastic point processes by adjusting the rate parameters.
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